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ABSTRACT
This paper presents the analysis of job release policies in scheduling a typical dynamic flexible job shop system. The case of partial flexibility is considered wherein an operation can be executed on three different machines. Each operation can be performed efficiently on the primary machine. The other two alternative machines are also capable of performing the same operation through less efficiently. The job release policies evaluated are immediate release and flow allowance based release. A discrete-event simulation model is developed for describing the working of the system. Scheduling rules are used for machine selection and job scheduling decisions. The performance measures evaluated are mean flow time, standard deviation of flow time, mean tardiness, standard deviation of tardiness, and percentage of tardy jobs. Analysis of simulation results reveal that for the system considered, immediate job release policy provides better overall performance than flow allowance based job release policy.
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1. INTRODUCTION
Flexible job shop scheduling problem is an important extension of the classical job shop scheduling problem. The classical job shop scheduling problem involves determining a schedule for jobs that have pre-specified operation sequences in a multi machine environment. In the classical static job shop scheduling problem, n jobs have to be processed to completion on m machines. For each job, technological constraints specify a complete, distinct routing which is fixed and known in advance. Processing times are sequence independent, fixed, and known in advance. Each machine is continuously available from time zero, and operations are processed without preemption. In order to meet today’s market requirements like more product variety and shorter lead time, manufacturing systems have to become more flexible and efficient. In a flexible job shop system, the machines are flexible due to the presence of a considerable amount of overlapping capability to perform a variety of operations. As such, an operation can be performed on more than one machine. This leads to a complex problem known as the flexible job shop scheduling problem. The dynamic version of flexible job shop scheduling problem can be stated as follows: The job shop consists of a set $U = \{M_1, M_2, ..., M_m\}$ of machines. Jobs for processing in the system arrive continuously over time in a random manner. A job $i$ consists of a sequence $O_{i1}, O_{i2}, ..., O_{in}$ of operations to be performed one after the other according to the given sequence. Each operation $O_j$ can be executed on any among a subset $U_j \subseteq U$ of compatible machines. There is partial flexibility if there exist a proper subset $U_j$ of $U$, for at least one operation $O_j$, while $U_j = U$ for each operation $O_j$ in the case of total flexibility. The processing time of each operation is machine dependent. The scheduling problem involves two subproblems: Kacem et al. [1] classify the FJSSP into two subproblems as follows:

- Total FJSSP (T-FJSSP): each operation can be processed on any of the machines ‘m’ in the shop.
- Partial FJSSP (P-FJSSP): each operation can be processed on one machine of subset of the machines ‘m’ in the shop.

According to Kacem et al. [1], for the same number of machines and jobs, the P-FJSSP is more difficult to solve than the T-FJSSP. Therefore, Kacem et al. [1] suggest that the P-FJSSP can be transformed to the T-FJSSP by adding infinite processing times to the unused machines. The Static Flexible Job Shop Scheduling Problem (SFJSSP) has been investigated by several researchers. The flexible job shop scheduling problem is more difficult than the classical job shop scheduling problem since it involves machine selection decision in addition to the job scheduling decision. Exact algorithms for solving SFJSSP are not effective for solving larger size problems. Hence, heuristic methods such as dispatching rules and metaheuristics (tabu search, simulated annealing and genetic algorithms) are widely used for SFJSSP. Brucker et al. [2] analyze the computational complexity of FJSSP. Two types of heuristic approaches are found in the literature for solving SFJSSP: hierarchical approach and integrated approach. In the hierarchical approach, the problem is solved by decomposing it into a sequence of sub-problems. A typical decomposition is assign-sequence method. Brandimarte [3] and Paulli [4] have adopted this approach wherein the assignment problem is solved using dispatching rules and the resulting sequencing problem is solved using tabu search heuristics. Integrated approach is in general found to provide better results though it is much more difficult. Vaessens et al. [5] and Dauzere-Peres and Paulli [6] adopt an integrated approach using tabu search method. Chen et al. [7], Kacem et al. [1], Jia et al. [8], Ho et al. [9], Chan et al. [10] and Pezzella et al.[11] have used integrated approach employing genetic algorithms. Saidi-Mehrabad and Fattahi [12] present a two-phase algorithm that uses a tabu search
procedure for minimizing makespan. The first phase involves searching for the best sequence of operations of jobs while the second phase involves a procedure that finds the best choice of machine alternatives. Ho et al. [9] describe a practical model of flexible job shop with an example based on job assignments encountered in the manufacturing of printed circuit boards. There have been a few attempts to study the dynamic flexible job shop scheduling problem (DFJSSP). Scheduling rules are used for selecting a machine for performing an operation of a job and for selecting a job from a machine queue in a DFJSSP. Chen and Chen [13] consider a dynamic scheduling problem under flexible tooling resource constraints. They propose an integrated approach to allow two levels of hierarchical dynamic decision making for job scheduling and tool flow control in flexible job shops. It decomposes the overall problem into a series of static subproblems for each scheduling horizon, handles random disruptions by updating job ready time, completion time, and machine status on a rolling horizon basis, and considers the machine availability explicitly in generating schedules. The results of the study show that the proposed scheduling approach significantly outperforms other dispatching heuristics. Tay and Ho [14] present a simulation study of a dynamic flexible job shop system. Composite dispatching rules using genetic programming have been developed and investigated. These dispatching rules are evaluated using performance measures such as makespan, mean tardiness and mean flow time. The objective of the research study reported in this paper is to investigate the effect of job release policies on the performance of a typical dynamic flexible job shop system (DFJSS). The system considered consists of eight individual machines. The machines are capable of performing a variety of operations. The case of partial flexibility is considered wherein an operation can be executed on three different machines. Each operation can be performed efficiently on the primary machine. The other two alternative machines are also capable of performing the same operation though less efficiently. This is modelled as a percentage increase in processing time when an operation is performed on an alternative machine. The job release policies evaluated are immediate release and flow allowance based release. A discrete event simulation model is developed for describing the working of the system. Scheduling rules from the literature are used for the decisions such as machine selection and job scheduling. The performance measures evaluated are mean flow time, standard deviation of flow time, mean tardiness, standard deviation of tardiness, and percentage of tardy jobs. The performance measures are determined using the simulation results obtained after the system reaches steady state. The results have been subjected to graphical analysis. The rest of the paper is organized as follows: Section 2 describes the job release policies. Section 4 describes the flexible job shop system. Section 5 provides the details of the simulation model. Section 6 presents the experimentation. The details of the study are presented in the following sections.

2. Job Release Policies

In the present study, the following policies used for releasing the jobs into the system for processing:

**Immediate Release Policy:** In this policy, when a job arrives to the system, it is released immediately into the system for processing. This means that job release time is equal to job arrival time.

**Flow Allowance based Release Policy:** In this policy, the release time of a job is calculated using the due-date and the flow allowance. Release time \( R_i \) of job \( i \) is computed as follows:

\[
R_i = d_i - F
\]

where, \( R_i \) = Release time of job \( i \); \( F = \) Flow allowance = Due date of job \( i \). In the present study, the flow allowance is estimated from a preliminary study and it is fixed as equal to 250 minutes.

3. System Configuration

The system considered in the present study consists of eight machines. The machines are not identical but are capable of performing various types of operations. On the whole, 20 different types of operations can be processed in the system. Each of these operations can be performed on three different machines as shown in the Table.1. The compatible machines for an operation are indicated by alphabets P, S and T, representing Primary, Secondary and Tertiary respectively.

<table>
<thead>
<tr>
<th>Operation Type</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
<th>M6</th>
<th>M7</th>
<th>M8</th>
</tr>
</thead>
<tbody>
<tr>
<td>OP1</td>
<td>P</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP2</td>
<td>T</td>
<td>P</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP3</td>
<td>T</td>
<td>S</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP4</td>
<td>S</td>
<td>T</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP5</td>
<td>S</td>
<td>P</td>
<td>T</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP6</td>
<td>F</td>
<td>S</td>
<td>T</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP7</td>
<td>T</td>
<td>P</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP8</td>
<td>S</td>
<td>P</td>
<td>T</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP9</td>
<td>S</td>
<td>T</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP10</td>
<td>S</td>
<td>T</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP11</td>
<td>S</td>
<td>P</td>
<td>T</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP12</td>
<td>S</td>
<td>T</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP13</td>
<td>T</td>
<td>S</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP14</td>
<td>T</td>
<td>S</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP15</td>
<td>P</td>
<td>S</td>
<td>T</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP16</td>
<td>P</td>
<td>S</td>
<td>T</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP17</td>
<td>T</td>
<td>S</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP18</td>
<td>T</td>
<td>S</td>
<td>P</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP19</td>
<td>T</td>
<td>P</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OP20</td>
<td>T</td>
<td>P</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It is considered that the processing time of an operation on secondary and tertiary machines is more than that of the primary machine by 10% and 20% respectively. Jobs arrive at the system according to a Poisson process with the interarrival time following exponential distribution. The mean of the exponential distribution...
is set equal to 21 minutes in the simulation experiments. The number of operations required for each job is uniformly distributed in the range 5-8. For each operation, the type of the operation is determined by random assignment among the 20 different types of operations that can be processed in the system. The operation type of an operation of a job is established in such a manner that an operation type is included in the sequence of operations (process plan) not more than once. Processing time of an operation of a job on the primary machine is generated using an exponential distribution with a mean of 30 minutes. Due date of each job is determined using the TWK method, as follows.

\[ d_i = a_i + K \sum_{j=1}^{k_i} p_{ij} \]

where \( a_i \) is arrival time of job \( i \), \( d_i \) = due-date of job \( i \), \( k_i \) is the set of operations required for job \( i \) and \( p_{ij} \) is the average processing time of operation \( j \) of job \( i \).

\[ p_{ij} = \frac{p_{ij} + \frac{1}{3} p_{ij} + \frac{1}{3} p_{ij} + \frac{1}{3} p_{ij}}{3} = 1.1 \ p_{ij} \]

where \( p_{ij} \) is the processing time of operation \( j \) of job \( i \) on primary machine. The due-date factor \( K \) is set equal to 2.

4.1 Machine selection Module

The choice of the machine for processing an operation of a job is based on the following scheduling rule:

- **EFTA** - Earliest Finishing Time with Alternatives
  
  Select the machine with the least value of the sum of the following three quantities.
  
  - Sum of the processing time of the operations of jobs waiting in the queue of the machine (Work load of the machine).
  - Remaining processing time of the machine for completing the current operation.
  - Processing time of the operation of the job that is considered for assignment.

Thus, EFTA denotes the earliest time at which the operation (to be assigned) will be completed on the machine, if the operation is assigned to the machine.

4.2 Job Scheduling Module

This module contains the logic for the scheduling rules used for selecting the job to be processed on a machine from among the jobs waiting in the queue of the machine. In the present study, four existing rules from the literature are used. These scheduling rules are explained as follows.

- **Shortest Processing Time (SPT)**
  
  Select the job with the shortest processing time for the imminent operation.

- **Shortest Remaining Processing Time (SRPT)**
  
  Select the job with the shortest remaining processing time of the job. The remaining processing time for a job is the sum of the average processing time of all the remaining operations.

- **EDD**: Earliest Due-Date
  
  Select the job with the smallest due-date.

- **EMDD**: Earliest Modified Due-Date
  
  The modified due date for a job is the job’s original due-date or its early finish time whichever is larger.

**Modified Due-Date (MDD)** = Max {due-date, (current time + remaining processing time)}

4.3 Performance Measures

The report generation module provides the values of the performance measures such as mean flow time, standard deviation of flow time, mean tardiness, standard deviation of tardiness, and percentage of tardy jobs.

5 Simulation Experiments

The first stage in the simulation experimentation is determining the end of the initial transient period (identification of the steady state). For this purpose, Welch’s procedure described in Law and Kelton [15] is used. It is a graphical procedure consisting of plotting moving averages for the output performance measures. The end of the initial transient period is the time at which the moving averages approach a level value. In the present study, a pilot simulation study has been conducted for this purpose. Ten replications are made. Each replication consists of simulating the operation of the system for the completion of 1000 jobs. The experimental setting used is as follows. Mean interarrival time of jobs: 21 minutes; Job scheduling rule: SPT. It is found that the moving averages for all the performance measures approach a level value when 250 jobs are completed. In the simulation experiments, the simulation for each replication is run for 1250 job completions. Jobs are numbered on arrival at the system and the simulation outputs from jobs numbering 1 to 250 (transient period) are discarded. The outputs for the remaining 1000 jobs (jobs numbering 251 to 1250) are used for the computation of the performance measures. In the present study, four scheduling rules are used for the scheduling jobs for each of the two job release policies. Thus, there are eight simulation experiments. Ten replications are made for each simulation experiment. The values of the performance measures such as mean flow time, standard deviation of flow time, mean tardiness, standard deviation of tardiness and percentage of tardy jobs are determined using the simulation output after the system reaches steady state. For each experiment, the simulation output for the ten replications is averaged. These values are presented in Figures 1 to 5.
6. RESULTS AND DISCUSSION

The simulation results are analyzed using the graphical plots.

Figure 1: Mean Flow Time

Figure 1 shows the variation of mean flow time for the two job release policies. The scheduling rule SRPT is found to provide better results for immediate release policy while SPT provides better values for flow allowance based release policy. Further, all the scheduling rules provide almost similar values for the immediate release policy.

Figure 2: Standard Deviation of Flow Time

Figure 2 depicts the variation of standard deviation of flow time. The scheduling rule SPT is found to provide better results for immediate release policy while EDD provides better values for flow allowance based release policy. As observed for the mean flow time measure, all the scheduling rules provide almost similar values for standard deviation of flow time for the immediate release policy.

Figure 3: Mean Tardiness

The simulation results for the mean tardiness measure are shown in Figure 3. The scheduling rule SRPT is found to provide smaller values for both the release policies. It is also observed that immediate release policy provides smaller values when compared with the flow allowance based release policy.

Figure 4: Standard Deviation of Tardiness

Figure 4 shows the variation of standard deviation of tardiness. For immediate release policy, EDD rule is found to provide better results; all the other scheduling rules provide almost same value for this policy. SPT provides better values for flow allowance based release policy. Also, there is a considerable variation in standard deviation of tardiness among the scheduling rules when flow allowance based release policy is adopted.

Figure 5: Percentage of Tardy Jobs

Figure 5 provides the percentage of tardy parts for the simulation experiments. For immediate release policy, SRPT rule is found to provide better results; all the other scheduling rules provide almost same value for this policy. EMDD provides better values for flow allowance based release policy. Also, the due-date based rules such as EDD and EMDD provide almost similar values when flow allowance based release policy is employed.

7. CONCLUSION

This paper has dealt with the simulation study and analysis carried out for scheduling a typical dynamic flexible job shop system. The performance of various scheduling rules is evaluated for two job release policies. A discrete event simulation model has been
developed and used as a test-bed for experimentation. Based on the analysis of results, it is found that for the system considered, immediate job release policy provides better performance than flow allowance based release policy. In the present study, experimentation has been carried out. The discrete event simulation model developed in the present research can be used as a test-bed for the purpose of experimenting scheduling decisions in a dynamic flexible job shop system operating under various characteristics such as arrival rates of jobs, different levels of machine flexibility, etc.
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